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1. Overview

Connected Mobility Solutions - Data Lake, hereafter abbreviated as CMS — Data Lake, on
Amazon Web Services help our customers rapidly deploy a robust, scalable and secure CMS
data lake platform that meets a wide variety of current and future use cases, without the
heavy investment and undifferentiated heavy lifting of deploying and maintaining data
centers, custom stacks and proprietary vertically-integrated solutions. Use cases will be
implemented across data consumption, driver behavior, anomaly detection, diagnostics,
location-based services, OTA, fleet configuration management and provisioning and lifecycle
management.

2. Document Structure

e connected_mobility_data_lake_deployment_guide.docx
e connected_mobility_data_lake_first_call_deck.pptx

e your_s3_bucket //Your S3 bucket name.
o files
= cfn-templates //Amazon CloudFormation template files.
= emr
= jupyter
= cmdatalake.ipynb //The Jupyter Notebook used for ETL.
= kinesis
= python
= streaming.py //The Python script used for streaming.
= spark
= spark-etl.py
o input
= ny-taxi
= trip-data
= yellow_tripdata_2015-12.csv  //New York Taxi dataset.
o output
* ny-taxi
= trip-data
= spark //Output for EMR Spark jobs.
= jupyter //Output for EMR Jupyter Notebook projects.
o logs //Solution logs

3. System Architecture

CMS - Data Lake is made up of four parts, which are respectively car fleet with 10T thing car
components, on-premise data centers, 3rd party data centers and AWS cloud. Car fleet with
loT thing car components communicate with AWS cloud via AWS loT Core' based on MQTT
protocol. On-premise and 3rd party data centers communicates and transferred data to and
from AWS cloud via AWS Direct Connect'.



On AWS cloud part, it can be divided into 5 groups, which are respectively batch processing
and analytics, real time analytics, data storage, security and authorizations, application
interface.

For CMS - Data Lake, the typical using scenarios are batch processing and analytics and real
time analytics. The batch processing and analytics group is composed of AWS Glue', Amazon
EMR", Amazon DynamoDB, Amazon Elasticsearch Service" and Amazon Athena"'. AWS Glue
works as the data crawler crawling and cataloging data from Amazon Simple Storage Service
(Amazon S3)"" and then Amazon EMR works for fine grained data processing, and then
Amazon DynamoDB can be used as structured data persistent storage. Data query, search and
visualization can be implanted via Amazon Elasticsearch Service and Amazon Athena. The real
time analytics group is made up of Amazon Kinesis Data Streams®™, Amazon Kinesis Data
Analytics* and Amazon DynamoDB. Amazon Kinesis Data Steams service ingests real time
data from AWS IoT Core and outputs to Amazon Kinesis Data Analytics for database schema
extraction, templated data analytics. The data can be relayed to another Amazon Kinesis Data
Streams service and then archived to Amazon DynamoDB.

For simplification, this solution uses an Amazon EC2* instance with New York Taxi dataset™
for edge part data synthetization instead of getting data from physical cars equipped with IoT
thing car components.

For application interface, Amazon API Gateway™ with AWS Lambda Function™ can be used
for exposing the services. AWS Amplify* can be used for web and mobile applications
implementation.
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4. Deployment Steps

This solution has been validated in AWS BJS region. It can also be applied to AWS ZHY region.

4.1. Batch Mode

Before diving deep into the batch processing mode, it is necessary to introduce AWS Lake
Formation™, AWS Glue and Amazon Athena.

4.1.1. AWS Lake Formation

AWS Lake Formation makes it easier for you to build, secure, and manage data lakes. Lake
Formation helps you do the following, either directly or through other AWS services:

e Register the Amazon Simple Storage Service (Amazon S3) buckets and paths where

your data lake will reside.

e Orchestrate data flows that ingest, cleanse, transform, and organize the raw data.
e Create and manage a Data Catalog containing metadata about data sources and data

in the data lake.

o Define granular data access policies to the metadata and data through a grant/revoke

permissions model.

The following diagram illustrates how data is loaded and secured in Lake Formation.
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As the diagram shows, Lake Formation manages AWS Glue crawlers, AWS Glue ETL jobs, the
Data Catalog, security settings, and access control. After the data is securely stored in the



data lake, users can access the data through their choice of analytics services, including
Amazon Athena, Amazon Redshift“", and Amazon EMR.

4.1.2. AWS Glue

AWS Glue is a serverless data integration service that makes it easy to discover, prepare, and
combine data for analytics, machine learning, and application development. AWS Glue
provides all of the capabilities needed for data integration so that you can start analyzing
your data and putting it to use in minutes instead of months.

Data integration is the process of preparing and combining data for analytics, machine
learning, and application development. It involves multiple tasks, such as discovering and
extracting data from various sources; enriching, cleaning, normalizing, and combining data;
and loading and organizing data in databases, data warehouses, and data lakes. These tasks
are often handled by different types of users that each use different products.

AWS Glue provides both visual and code-based interfaces to make data integration easier.
Users can easily find and access data using the AWS Glue Data Catalog. Data engineers and
ETL (extract, transform, and load) developers can visually create, run, and monitor ETL
workflows with a few clicks in AWS Glue Studio. Data analysts and data scientists can use
AWS Glue DataBrew to visually enrich, clean, and normalize data without writing code. With
AWS Glue Elastic Views, application developers can use familiar Structured Query Language
(SQL) to combine and replicate data across different data stores.
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4.1.3. Amazon Athena

Amazon Athena is an interactive query service that makes it easy to analyze data in Amazon
S3 using standard SQL. Athena is serverless, so there is no infrastructure to manage, and you
pay only for the queries that you run.

Athena is easy to use. Simply point to your data in Amazon S3, define the schema, and start
querying using standard SQL. Most results are delivered within seconds. With Athena, there's
no need for complex ETL jobs to prepare your data for analysis. This makes it easy for anyone
with SQL skills to quickly analyze large-scale datasets.

Athena is out-of-the-box integrated with AWS Glue Data Catalog, allowing you to create a
unified metadata repository across various services, crawl data sources to discover schemas
and populate your Catalog with new and modified table and partition definitions, and
maintain schema versioning.

4.1.4. Data Catalog and Query

Log into the AWS Lake Formation console with the following link
https://console.amazonaws.cn/lakeformation/home?region=cn-north-1#create-database.
Create a database according to the diagrams listed as following.

AWS Lake Formation Databases Create database
Create database

Database details

Create a database in the AW WS Glue Data Catalog.

Name

cmdatalake

Location - optional

for this database, which eliminates the need to grant data location permissions on catalog table paths that are
s3:// /input/ny-taxi/trip-data Browse

Q@ English Privacy Policy  Terms of Use



Beijing ¥ Support v

AWS Lake Formation X AWS Lake Formation ) Databases

Dashboard Databases (0/1) C | [ actions & | [ viewravtes | [T
v Data catalol Database

9 Q 1 ®

Databases Delete

Tables Name a Amazon S3 path Descriptic  Edit

Settings Permissions

o cmdatalake s3:// /Input/ny-taxi/trip-data [% = —J

v Register and ingest Grant

Data lake locations Revoke

Blueprints Verify permissions

Crawlers [2 View permissions

Jobs [2
v Permissions

Admins and database creators @
Data permissions

Data locations

Q@ English Privacy Policy  Terms of Use

Grant access permissions to your AWS IAM role AWSGlueServiceRole-CMDatalake, which is
created by yourself and will be introduced later.

Grant permissions: cmdatalake X

Choose the access permissions to grant

1AM users and roles
Add one or more IAM users or roles.

v
AWSGlueServiceRole-CMDatalake X
Role

SAML users and groups

Enter a SAML user or group ARN. Press Enter to add additional ARNs.

Database permissions

Choose the specific access permissions to grant.

Create table Alter Drop

Super

This permission is the union of the individual permissions above and supersedes them. See here [}

Grantable permissions
Choose the permissions that may be granted to others

Create table Alter Drop

Super
This permission allows the principal to grant any of the above permissions and supersedes those
grantable permissions.

The database created in Lake Formation can also be viewed in the console of AWS Glue.
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| Databases
Tables
Connections

Crawlers
Classifiers

Schema registries
Schemas

Settings

Blueprints
Workflows
Jobs

ML Transforms
Triggers
Dev endpoints

Notebooks

Security configurations

Add crawler

Explore table

@ English

Name

cmdatalake

Description

Showing: 1- 1

Privacy Policy

Terms of Use

Then a crawler can be created in the console of AWS Glue. The following diagrams illustrate
how to create a crawler and craw the data from the CSV files in S3, build relevant data

catalogs.

Beijing ~

Support ¥

Databases
Tables
Connections

| crawiers
Classifiers

Schema registries
Schemas

Settings

Blueprints
Workflows
Jobs

ML Transforms
Triggers
Dev endpoints

Notebooks

Security configurations

Add crawler

Explore table

@ English

Crawlers A crawler connects to a data store, progresses through a prioritized list of classifiers to determine the schema for your data, and then creates metadata tables in your data catalog.

Name Schedule

Status

BN

Logs

You don't have any crawlers yet.

Add crawler

Last runtime

Median runtime

Tables updated

User preferences

Showing: 0 - 0 ce
Tables added
Privacy Polioy  Terms of Use



ijing Region

@ English

QWS Ningxia Region | Beijing Region

Add crawler

@ Crawier info
cmdatalake
O Crawier source type

Q@ English

Add information about your crawler

Crawler name

cmdatalake

» Tags, description, security configuration, and classifiers (optional)

Specify crawler source type

Choose Existing catalog tables to specify catalog tables as the crawler source. The selected tables specify the data stores to crawl. This
option doesn't support JDBC data stores.

Crawier source type

® Data stores
Existing catalog tables

Repeat crawls of S3 data stores

® Crawi all folders
olders again with every subsequent craw
Crawl new folders only

Only Amazor

vl be crawied. If the s

iders that were added since the

Beijing v Support v

Privacy Policy

Beijing ~

Privacy Policy

x

Terms of Use

Support ~

x

Terms of Use
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Add crawler

© Crawer info Add a data store
cmdatalake

(© Crawler source type Choose a data store
Data stores s3

O Data store Connection

de a Network

Add connection

Crawl data in

@® Specified path in my account
Specified path in another account

Include path

S31 Vinput/ny-taxitrip-data

folder Jos contaned In the Incude path are crawled. For axampe, typo s3/MyBuckat/MyFolder/ to craw!all objects In MyFolder within MyBuck
» Exclude patterns (optional)

= -

@ English

Privacy Pollcy  Terms of Use

Add crawler
© Crawerinfo Add another data store hosenigatalelors)
83: 83/ - x
cmdatalake Yes s
(@ Crawler source type ®No
Data stores.
O batastore Bl e |

$3: 831/,

Q@ English

Privacy Pollcy  Terms of Use

For first time creation, choose the option “Create an IAM role”, otherwise choose the option
“Choose an existing IAM role"” to specify the role that you have ever created. Here the solution
uses the 1AM role "AWSGlueServiceRole-CMDatalLake” which has already been created ealier.

11



Add crawler X

Choose an IAM role

@© Crawler info

cmdatalake The IAM role allows the crawler to run and access your Amazon S3 data stores. Learn more
© Crawler source type
© hla Update a policy in an IAM role

Data stores ® Choose an existing IAM role
@ Data store Create an IAM role
$3: s3v/cm-datalak... 1AM role @
O 1AM Role AWSGlueServiceRole-CMDataLake fs]
O
“This role must provide permissions similar to the AWS managed policy, AWSGlueServiceRole, plus access to your data stores.
o 53U/ Vinput/ny-taxi/trip-data
O You can also create an IAM role on the IAM console.
f -
@ English Privacy Polloy  Terms of Use

WS Nngxia Beglon | Befing Ragion o RN - oo - sweon -

Add crawler X

Create a schedule for this crawler

Crawler info

cmdatalake
Frequency

Data stores Run on demand o

Data store
$3: 531, . Back m

am:aws-

©}
© Crawier source type
©}
©

cnziam::
8irole/service-
role/AWSGlueService
Role-CMDatalLake

O Schedule

Q@ English Privacy Policy  Terms of Use

Specify the database that you have created in Lake Formation.

12



AWS Ningxia Region

Add crawler

@© Crawler info
cmdatalake

@ Crawier source type
Data stores

(@© Data store
83: 83/

@© 1AM Role

8irole/service-

role/AWSGlueService

Role-CMDataLake
@ Schedule

Run on demand
O output

@ English

Beijing Region

Database @

cmdatalake

Configure the crawler's output

Add database

Prefix added to tables (optional) @

» Grouping behavior for S3 data (optional)

» Configuration options (optional)

=Y -

x

Privacy Pollcy  Terms of Use

Review the crawler info to make sure that you have set all configurations correctly.

aws Nin

Add crawler

@© Crawler info
cmdatalake

(@ Crawler source type
Data stores

(© Data store
$3: 83//¢

@© 1AM Role

cniam::
8irole/service-
role/AWSGlueService
Role-CMDatalLake

© Schedule
Run on demand
@© Output
cmdatalake

O Review all steps

Q@ English

Region | Beijing Region

Name
Tags

Data store
Include path
Connection
Exclude patterns

1AM role

Schedule

Database

Prefix added to tables (optional)

Create a single schema for each S3 path
» Configuration options

Crawler info
omdatalake
Data stores
s3
s3u/c Vinput/ny-taxi/trip-data
IAM role
Schedule
Run on demand
Output
cmdatalake
false

Click the “Finish” button to create a crawler.

MbataLake

o I

Beijing ¥ Support v

Privacy Policy  Terms of

13



Crawlers A crawler connects to a data store, progresses through a prioritized list of classifiers to determine the schema for your data, and then creates metadata tables in your data catalog.

Crawler cmdatalake was created to run on demand. Run it now?
Databases

Tables

Connections m Showing: 1-1

| crawiers

Classifiers Name Schedule Status Logs Last runtime Median runtime Tables updated Tables added

Schema registries cmdatalake Ready 0secs 0secs 0 4
Schemas

Settings

Blueprints
Workflows
Jobs

ML Transforms
Triggers
Dev endpoints

Notebooks
Security configurations

Add crawler

Explore table

Q@ English Privacy Policy  Terms of Use

Click the hyper link “Run it now" to launch the crawler.

You can go to the IAM console to check the information of the IAM role
“AWSGlueServiceRole-CMDatalLake".

Identity and Access Roles > AWSGIlueServiceRole-CMDatal ake
Management (IAM) * Summary Delete role
Dashboard Role ARN ‘MDatalake ‘b

~ Access management Role description  Edit

Instance Profile ARNs ()

User groups
Users Path /service-role/

Roles Creationtime  2021-05-09 22:39 UTC+0800
Policies Maximum session duration 1 hour Edit

Identity providers —
Permissions ~ Trustrelationships  Tags  Revoke sessions

Account settings

~ Permissions policies (2 policies applied)
~ Access reports

Archive rules

Policy name ~ Policy type ~
Analyzer details 2 i
> AWSGlueServiceRole AWS managed policy x
Credential report
» AWSGlueServiceRole-CMDataLake Managed policy x

» Permissions boundary (not set)

Q@ English Privacy Policy ~ Terms of Use

The detailed information for the IAM role “AWSGlueServiceRole-CMDatalLake" is as following.
Please be noted that the bucket “arn:aws-cn:s3:::[your-bucket-name]/input/ny-taxi/trip-
data*" and “arn:aws-cn:s3:::[your-bucket-name]/output/ny-taxi/trip-data*" specify you can
only access these URLs in s3.

14



Global ~  Support v

Identity and Access
Management (IAM)

Dashboard
+ Access management
User groups
Users
Roles
Policles
Identity providers
Account settings
~ Access reports
Access analyzer
Archive rules

Analyzer detalls

Credential report

@ English

Policies > AWSGlueServiceRole-CMDatalake

Summary Delete policy
Policy ARN s viam:: P MDatalake ()
Description  This policy will be used for Glue Crawler and Job execution. Please do NOT delete!
Permissions  Policyusage  Tags Policy versions
Policy summary Edit policy )
{
Vers R
'St r
"Action”: [
Resource”: [
]
}
]
}
4

Privacy Pollcy  Terms of Use

The crawler completed its task and created a table.

Beijing ¥ Support v

Databases
Tables
Connections

| crawlers
Classifiers

Schema registries
Schemas

Settings

Blueprints
Workflows
Jobs

ML Transforms
Triggers
Dev endpoints

Notebooks

Security configurations

Add crawler

Explore table

Q@ English

Crawlers A crawler connects to a data store, progresses through a prioritized list of classifiers to determine the schema for your data, and then creates metadata tables in your data catalog.

User preferences

Name Schedule Status Logs Last runtime Median runtime Tables updated Tables added

cmdatalake Ready Logs 47 secs 47 secs 0 1

Privacy Policy  Terms of Ut

You can view the detailed information of the table as following.

15
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Tables > trip_data Last updated 11 May 2021 04:29 PM  Table Version (Current version) «

4
Edit table || Delete table View properties Edit schema
Databases
Tables Name trip_data
Connections Description
Cramters Database cmdatalake
Classification  csv
Classiilers Location 3/ Vinput/ny-taxi/trip-data/
Schema registries Connection
Schemas Deprecated No
Settings Lastupdated Tue May 11 16:29:52 GMT+800 2021
Input format  org.apache.hadoop.mapred.TextinputFormat
Output format ~ org.apache.hadoop.hive.ql. P
Serde b org.apache.hadoop.hive.serde2.iazy.. D
Blueprints .
Serde parameters  field.delm
Workflows
Jobs. skipheaderline.count 1  sizeKey 68854765 objectCount 1 UPDATED_BY_CRAWLER G 10 dCount 488331
ML Transfoms Table properties
141 © 10 none  columnsOrdered true  areColumnsQuoted false  delimiter ,  typeOfData file
Triggers
Dev endpoints
Schema
Notsbooks Showing: 1- 19 of 19
Column name Data type Partition key CGomment
Security configurations 1 vendorid bigint
2 Ipep_pickup_datetime string
3 Ipep_dropof_datetime string
Add crawler
Explors table 4 store_and_fwd_flag string
Q English Privacy Policy  Terms of Use

b Beljing v Support ~
Schema
Showing: 1 - 19 of 19
< Column name Data type Partition key Comment
1 vendorid bigint
Databases
2 Ipep_pickup_datetime string
Tables
3 Ipep_dropof_datetime string
Connections
Crawlers 4 store_and_fwd_flag string
Classifiers 5 ratecodeid bigint
e t
Schema registries. 6 pulocationid bigint
Schemas
7 dolocationid bigint
Settings
8 passenger_count bigint
9 trip_distance double
Blueprints
10 fare_amount double
Workflows
Jons 1 extra double
ML Transforms 12 mta_tax double
Triggers. 13 tip_amount double
Dev endpoints
14 tolls_amount double
Notebooks
15 ehail_fee string
16 improvement_surcharge double
Security configurations 17 total_amount double
18 payment_type bigint
Add crawler 19 trip_type bigint
Explore table
Q@ English

Privacy Pollcy  Terms of Use

You can also view the logs in Amazon CloudWatch®" for troubleshooting and debugging if
you do not get the expected result.

16
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CloudWatch Cloudwatch > CloudWatchLogs > Loggroups > /aws-glue/crawlers > cmdatalake
Dashboards .
Alarms e
I;;gc;v-igtl;e filter bar below to search for and match terms, phrases, or values in your log events. Learn more about filter patterns [2 vewsstext [ G | [ actions v |
Q Clear 1m  30m 1h  12h  Custom @ @
Billing
Logs > Timestamp Message
| Log groups There are older events to load. Load more.
nsigns > 2021-05-11716:20:48.757+08:00 [89993038-a451-485¢-0633-F9e82ee8eaz7] BENCHVARK : Running Start Crawl for Crawler cndatalake
Metrics > 2021-05-11716:20:56.765+08:00 [89993038-a451-485¢-0633-F9c8Zecseaz7] ERROR : Not all read errors will be logged. services.s3.model tion: Access Dented (Service: Amazon $3; Status .
Events > 2021-05-11T16:21:04.198+08:00 [89993038-0451-485e-a633-foes2ee8eaz?] BENCHMARK : Classification complete, writing results to database cndatalake
fules > 2021-05-11716:21:04.199+08:00 [89993038-a451-485¢-0633 - F9e82ec8eaz7] INFO : Cramler configured with SchemaChangePolicy {"UpdateBehavior”:"UPDATE_IN_DATABASE","DeleteBehavior” : "DEPRECATE IN_DATABASE"}
Event Buses > 2021-05-117T16:21:27.065+08:00 [89993038-0451-485e-0633- F9e82ee8eaz7] BENCHMARK : Finished writing to Catalog
ServiceLens > 2021-05-11716:22:32.890+08:00 [§ ") BENCHMARK : Crawler has finished running and is in state READY
Service Map > 2021-05-11T16:29:15.842+08:00 [04b4945d-38aa-446b-954c-1d566£71d9d4] BENCHMARK : Running Start Crawl for Crawler cmdatalake
Traces > 2021-05-11T16:29:30.804:08:00 [04b4945d-38aa-446b-954c-1d566F71d9d4] BENCHMARK : Classification complete, writing results to database cmdatalake
Lambda Insights CX) > 2021-05-11T16: 804:08:00 [04b4945d-380a-446b-954c-1d566£71d9d4] INFO : Crawler configured with SchemaChangePolicy {"UpdateBehavior" :"UPDATE_IN_DATABASE"  "DeleteBehavior” : "DEPRECATE_IN_DATABASE"} .
Performance Monitoring > 2021-05-11716:29:52.398+08:00 [04b4945d-38aa-446b-954c-1d566¢71d9d4] INFO : Created table trip_data in database cmdatalake
Synthetics > 2021-05-11716:29:53.349+08:00 [04b4945d-38aa-446b-954c-1d56617149d4] BENCHMARK : Finished writing to Catalog
Canarles > 2021-05-11T16:30:58.932+08:00 [04b4945d-38a-446b-954c-1d566¢71d9d4] BENCHMARK : Crawler has finished running and is in state READY

Contributor Insights No newer events at this moment. Auto retry paused. Resume

©Add a dashboard

Q@ English Privacy Policy  Terms of Use

To query data in Amazon Athena, you need to grant access permissions for the crawled table
in the database you have created. The target user is the IAM user that you have logged into
the AWS console. In the console of Lake Formation, choose the table and grant select
permissions for the logged IAM user.

Beijing v Support v

AWS Lake Formation X AWS Lake Formation > Tables
Dashboard Tables (1) <l ‘ Actions a_| ‘ Create table using a crawler [2 ‘
v Data catalo Table
° Q 1 ®
Databases Edit
Tables Name v Database v Location v Drop >dated v
Settings View data
o trip_data cmdatalake s3:/h 1/input/ny-taxi/trip-data... sV 3y 11,2021, 8:29 AM UTC ‘
v Register and ingest
Data lake locations Grant
Blueprints Revoke
Crawlers [4 Verify permissions
Jobs 2 View permissions
v Permissions
Admins and database creators @
Data permissions
Data locations
@ English vacy Policy  Terms of Use

Here the solution logged as an IAM user “xujun”, just grant “Select” permissions to it.

17



Grant permissions: trip_data

Choose the access

1AM users and roles
Add one e 1AM users

Use

xujun X
o

permissions to grant.

or roles.

SAML users and groups
Enter a SAML user or group ARN. Press

Columns - optional
Cho

filter type

None

Table permissions
Choo: pecific access p

Alter

Insert Drop

Delete Select

Grantable permissions
Choose the permissions th

Alter

Super

Insert Drop

at may be granted to ot

hers.

Delete Select

Cancel

Lake formation supports more fine-grained access control, which means you can specify the
access right to a column in a table. This is a very useful feature for production environment.

Go the the console of Amazon Athena, select the database “cmdatalake”, then you can query
data from the editor window.

Athena Queryeditor ~ Saved queries  History  Data sources

Data source Connect data source

AwsDataCatalog

Database
cmdatalake

~ Tables (1) Create table

» trip_data H

~ Views (0) Create view

te a view, run a query and click Resutt

& vendorid ~ Ipep_pickup_datetime
102 2018-02-14 15:41:26
2 2 2018-02-14 16:55:51
3 2 2018-02-14 15:36:57
42 2018-02-14 16:51:31
5 2 2018-02-14 15:05:03
6 2 2018-02-14 16:47:18
71 2018-02-14 15:56:38
8 1 2018-02-14 15:10:21
9 1 2018-02-14 16:59:02
10 2 2018-02-14 15:47:01

4.1.5. Amazon EMR

In previous chapter, you can crawl data from S3 and query it. However, in the
production scenario of connected mobility, the raw data usually cannot be directly
used. You need to do a series of ETL work. AWS Glue can be used for this job if you

seconds,

, Data

Ipep_dropoff_datetime

2018-02-14 15:49:04
2018-02-14 16:06:15
2018-02-14 15:42:05
2018-02-14 16:32:63
2018-02-14 15:23:47
2018-02-14 15:59:46
2018-02-14 16:40:37
2018-02-14 15:31:15
2018-02-14 16:15:50

2018-02-14 15:58:33

scanned: 402.34 KB)

store_and_fwd_flag

zz 2z 2z 2z 2z 222z

ratecodeid

1
1
1
1
1
1
1
1
1
1

Settings

183

350
135
95

275
150

15

Tutorial  Help  What's new

tax+ tip,

00
17
1.0
00
00
20
00
AT

1.0
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customize your business logic in the Spark job in AWS Glue. A more general method is
to use Amazon EMR.

The following diagrams illustrate how to create an Amazon EMR cluster for such kind
of work.

In the console of Amazon EMR, choose advanced options and specify the latest EMR
release edition.

Beijing v Support v

Go to quick options.

Step 1: Softw: d Ste 3 "
I tep 1: Software and steps Software Configuration

Release emr-630 Bo

¥ Hadoop3.2.1 Zeppelin 0.9.0 Livy 07.0

v JupyterHub 1.2.0 Tez0.9.2 Flink 1.12.1
Ganglia3.7.2 HBase 2.2.6 v Pig017.0

v Hivediz Presto 0.245.1 PrestoSQL 350
ZooKeeper 3.4.14 I JupyterEnterpriseGateway 2.1.0 MXNet 1.7.0
Sqoop 1.4.7 v Hue4.9.0 Phoenix 5.0.0
Oozie 5.2.1 v spark3.1.1 HCatalog 3.1.2

TensorFlow 2.4.1
Multiple master nodes (optional)

Use multiple master nodes to improve cluster avalabilty. Learn more [
Edit software settings ©
@ Enter configuration Load JSON from S3

Steps (optional)

Astep s a unit of work you submit to the cluster. For instance, a step might contain one or more Hadoop or Spark jobs. You can also submit
additional steps to a cluster after it is running. Learn more [3

Concurrency: Run multiple steps at the same time to Improve cluster utilization
After last step completes: @ Clusters enters wating state

Cluster auto-terminates

Steptype | Selectastep <]

Q@ English Privacy Polioy _Terms of Use

Set the options in Cluster Nodes and Instances page as following.

v Bejing v  Support v

Cluster Nodes and Instances

Choose the Instance type, number of instances, and a purchasing option. Learn more about instance purchasing options [

[0 Console options for automatic scaling have changed. Leamn more [3
Node type Instance type Instance count Purchasing option
Master m5.xlarge & @ On-demand
Master - 1 & 4 vCore, 16 GIB memory, EBS only storage 1 Instances
EBS Storage: 32GIB @ Spot ©
Add configuration settings & Use on-demand as max price <]
Core ms.xiarge & @ On-demand
Core-2 & 4 vCore, 16 GIB memory, EBS only storage 2 Instances
EBS Storage: 32GIB @ Spot © B
Add configuration settings & Use on-demand as max price B
Task ms.xiarge & @ On-demand x
Task-3 & 4 vCore, 16 GIB memory, EBS only storage o Instances ®
EBS Storage: 32GIB @ Spot
Add configuration settings & Use on-demand as max price B
+Add task instance group
Total core and task units 2 Total units
Cluster scaling
Adjust the number of Amazon EC2 instances available to an EMR cluster via EMR-managed scaling or a custom automatic scaling policy. Learn
more
Cluster scaling Enable Cluster Scaling
@ English Privacy Poly  Terms of Use

Please set the EBS root volume to 100GB for your data storage capacity.
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@ English

Master
Master - 1 &

Core-2 &

Task
Task-3 &

+Add task Instance grou

Total core and task units

Cluster scaling

ms.xlarge &

4vCore, 16 GIB memory, EBS only storage
EBS Storage: 32GIB @

Add configuration settings &

ms.xiarge &

4 vCore, 16 GIB memory, EBS only storage
EBS Storage: 32GiB @

Add configuration settings &

m5.xiarge &

4 vCore, 16 GiB memory, EBS only storage
EBS Storage: 32GiB @

Add configuration settings &

P

1 Instances

2

o

Instances

Instances

2 Total units

Spot ©

Use on-demand as max price

@ On-demand

Spot ©

Use on-demand as max price

@ On-demand

spot ©
Use on-demand as max price

Adjust the number of Amazon EC2 instances avallable to an EMR cluster via EMR-managed scaling or a custom automatic scaling policy. Learn
more [3

EBS Root Volume

Cluster scaling

Enable Cluster Scaling

Specify the root device volume size up to 100 GIB. This sizing applies to all instances i the cluster. Learn more [2.

Root device EBS volume size

100 GIB

Set the S3 folder for logging.

Cancel

Xxujun @ xujunaws

Beijing ~

Privacy Policy

Beijing ~

Support ~

Terms of Use

Support v

Step 1: Software and Steps
Step 2: Hardware

| Step 3: General Cluster Settings.

Q@ English

Go to quick options

General Options
Cluster name  cmdatalake
7 Logging ©

S3 folder  s3://aws-logs-

Log encryption €

<

Debugging ©

<

Termination protection

Tags ©

~en-north-1/elasticmapreduce; BB

(i}

Additional Options

EMRFS consistent view

Custom AMIID  None

» Bootstrap Actions

(i

Value (optional)

Cancel

Privacy Policy

Terms of Us

Choose an EC2 key pair you have already created or create a new one. This EC2 key pair will
be used for logging to EMR master node.
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Step 1: Software and Steps

Step 2: Hardware

Step 3: General Cluster Settings

Step 4: Security

Q@ English

Go to quick options

Security Options
EC2key pair key-xujun-beiiing 1%}

¥ Cluster visible to all IAM users in account

Permissions

@ Default Custom
Use default IAM roles. If roles are not present, they will be automatically
created for you with managed policies for automatic policy updates.

EMR role EMR DefaultRole [%
EC2 instance profile EMR_EC2_DefaultRole [7 €

Auto Scaling role EMR_AutoScaling DefaultRole [

» Authentication and encryption

» EC2 security groups

Concel _ Provius

The detailed information for the EMR is as following.

QWS Ningsia Region
> opente

by WD,

g Region

i

Privacy Policy

Beijing ~

Terms of Us

Support v

Amazon EMR

Clusters
Notebooks

Git repositories
Security configurations
VPG subnets
Events
Help

What's new

@ English

Clone Terminate AWS CLI export

Cluster: cmdatalake ~ Waiting Ciuster ready after last step completed.

Summary  Application user interfaces  Monltoring ~ Hardware  Configurations ~ Events  Steps  Bootstrap actions

Summary
1D: |- 3
Creation date: 2021-05-11 13:17 (UTC+8)
Elapsed time: 3 hours, 24 minutes
After last step completes: Cluster waits
Termination protection: On Change

Tags: - View All/ Edit
Master public DNS:
ec2 .cn-north-1.compute.amazonaws.com.cn

Connect to the Master Node Using SSH

Application user interfaces
Persistent user interfaces [3: Spark history server, YARN timeline server, Tez Ul

On-cluster user Not Enabled Enable an SSH Connection
interfaces [

Security and access
Key name: key-xujun-beijing
EC2 instance profile: EMR_EC2_DefaultRole
EMR role: EMR_DefaultRole
Auto Scaling role: EMR_AutoScaling_DefaultRole
Visible to all users: All Change
Security groups for Master: sg-1
master)

Security groups for Core & sg-!
Task: slave)

' [4 (ElasticMapReduce-

[2 (BiasticMapReduce-

Configuration details
Release label: emr-6.3.0
Hadoop distribution: Amazon 3.2.1
Applications: Hive 3.1.2, Pig 0.17.0, Hue 4.9.0, JupyterHub 1.2.0
Spark 3.1.1, Presto 0.245.1, Zeppelin 0.9.0,
JupyterEnterpriseGateway 2.1.0
Log URI: s3://aws-logs cn-north-
1/elasticmapreduce/ B
EMRFS consistent viey
Custom AMI ID: -

Network and hardware
Availability zone: cn-north-1a
ubnet-( 2

unning 1 ms.xiarge
Core: Running 2 m5.xlarge
Task:

Cluster scalin;

4.1.6. Run Spark Job in Amazon EMR Master Node

On your laptop, use a command line terminal to log into the EMR master node.

# SSH Login

ssh -i key-xujun-beijing.pem hadoop@ec2-#-#-#-#.cn-north-1.compute.amazonaws.com.cn

Privacy Policy

Terms of
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Copy the following code into the Python file.

import sys
from datetime import datetime

from pyspark.sql import SparkSession
from pyspark.sql.functions import *

if __name__ == "__main__":

print(len(sys.argv))
if (len(sys.argv) /= 3):

print("Usage: spark-—etl [input-folder] [output-folder]")
sys.exit(0)

spark = SparkSession\
.builder\

. appName ("'SparkETL")\
.getOrCreate()

nyTaxi = spark.read.option("inferSchema", "true").option('"header",
"true").csv(sys.argv[1])

updatedNYTaxi = nyTaxi.withColumn("current_date", lit(datetime.now()))

updatedNYTaxi.printSchema()




print (updatedNYTaxi.show())

print("Total number of records: " + str(updatedNYTaxi.count()))

updatedNYTaxi.write.parquet(sys.argv[2])

Or download the file from your S3 bucket.

Submit your Spark ETL job.

spark-submit spark-etl.py s3://[your-s3-bucket]/input/ny-taxi/trip-data/ s3://[your-s3-
bucket]/output/ny-taxi/trip-data/spark

You can view the output from your local command line window. If the output looks like
following, you are on the right track. If not, please check your configurations for
troubleshooting.

On the console of Amazon S3, you can see the file has been transformed from CSV to parquet
format, the total file size decrease from approximately 65 MB to the 15MB in total.
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Global ~  Support v

Amazon S3 X AmazonS3 > cm-datalake-cn > output/ > ny-taxi/ > trip-data/ > spark/

Buckats spark/

Access Points

Batch Operations Objects | Properties

Access analyzer for 53

Block Public Access settings for Objects (9)

this account Objects are the fundamental entities stored in Amazon 3. You can use Amazon 53 inventory [ to geta st of all abject in your bucket. For others to access your objects, you'l need to explicitly grant them permissions. Learn more [

acions v | [ cremerocer| [N

Q 1 @
Name A Type v Last modified v size v Storage class v
B _success - May 11, 2021, 17:00:03 (UTC+08:00) 0B Standard
0 par f-74ab-dec3-9961-d parquet May 11, 2021, 17:00:03 (UTC+08:00) 20MB  Standard
[ part-00001-50481aef-74ab-dec3-9961-d1ece2b5d964-c000.snappy.parquet parquet May 11, 2021, 17:00:02 (UTC+08:00) 20MB  Standard
O part-00 481aef-742b-dec3-9961-d parquet May 11, 2021, 17:00:03 (UTC+08:00) 20M8  Standard
[ part-00003-50481aef-74ab-dec3-9961-d1ece2b5d964-c000.5nappy. parquet parquet May 11, 2021, 17:00:02 (UTC+08:00) 20MB  Standard
[ part-00004-50481aef-74ab-dec3-9961-d1ece2b5d964-c000.snappy. parquet parquet May 11, 2021, 17:00:03 (UTC+08:00) 20M8  Standard
0 par 4812ef-74ab-dec3-9961-d parquet May 11, 2021, 17:00:02 (UTC+08:00) 20M8  Standard
[ part-00006-50481aef-74ab-dec3-9961-d1ece2b5d964-c000.snappy.parquet parquet May 11, 2021, 17:00:03 (UTC+08:00) 20M8  Standard
[ part-00007-50481aef-74ab-4ec3-9961-d parquet May 11, 2021, 17:00:02 (UTC+08:00) 11MB  Standard

Q English Privacy Policy  Terms of Use

Create another crawler named “cmdatalake_spark” to craw the data output by above Spark
ETL job, which is located in the URL “s3://[your-s3-bucket]/output/ny-taxi/trip-data/spark”.

Crawler “cmdatalake_spark” worked as expected and added a table.

Beijing ¥ Support v

Crawlers A crawler connects to a data store, progresses through a prioritized list of classifiers to determine the schema for your data, and then creates metadata tables in your data catalog.

Crawler “cmdatalake_spark" completed and made the following changes: 1 tables created, 0 tables updated. See the tables created in database cmdatalake. x
Databases
Tables User preferences
Gonnections m . Stowing: 1-2 co
| crawlers
Classifiers Name Schedule Status Logs Last runtime Median runtime Tables updated Tables added
Schema registries cmdatalake Ready Logs 47 secs 47 secs 0 1

Schemas
cmdatalake_spark Ready Logs 44 secs 44 secs 0 1
Settings

Blueprints
Workflows
Jobs

ML Transforms
Triggers
Dev endpoints

Notebooks
Security configurations

Add crawler

Explore table

Q@ English Privacy Pollcy  Terms of U

Grant access permissions for the newly created table.
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Beijing ¥ Support v

AWS Lake Formation X AWS Lake Formation > Tables
Dashboard Tables (2) c ‘ Actions a_| ‘ Create table using a crawler [2 ‘ .* "
¥ Data catalo Table
° Q 1 ®
Databases Edit
Tables Name Database Location clay  Drop >dated v
Settings View data
o trip_data_33aa0b57dc5¢152. cmdatalake s3/fe bl 2/output/ny-taxi/trip-dat... parc 3y 11,2021, 9:11 AM UTC ‘
v Register and ingest
Data lake locations trip_data cmdatalake 3://¢ 2/input/ny-taxi/trip-data... S Grant 3y 11,2021, 8:29 AM UTC
Blueprints Revoke
Crawlers [4 Verify permissions
Jobs [2 View permissions
¥ Permissions
Admins and database creators @
Data permissions
Data locations
Q English Privacy Policy  Terms of Use
Grant permissions: X

trip_data_33aa0b57dc5¢1527f5ed60f921796b92

Choose the access permissions to grant.

1AM users and roles

Add one or more 1AM users or roles.
v

xujun X
User

SAML users and groups

Enter a SAML user or group ARN. Press Enter to add additional ARNs.

Columns - optional

Choose filter type
None v

Table permissions
Choose the specific access permissions to grant.

Alter Insert Drop Delete Select

Super

This permission s the union of the individual permissions above and supersedes them. See here [

Grantable permissions
Choose the permissions that may be granted to others,

Alter Insert Drop Delete Select
Super

This permission allows the principal to grant any of the above permissions and supersedes those

grantable permissions.

Query data in Amazon Athena. You can find a new table column named “current_date” is
added. In this way, you can enrich your information for the original data. It is very useful for
connected mobility using scenarios for adding more sensor fusion data.
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Q _ Beijing ~

Athena  Query editor

Data source Connect data source New query 1
AwsDataCatalog HELECT
Database

cmdatalake

~ Tables (2) Create table
» trip_data
» trip_data_33aa0b57dc5¢1527f5ed60f921796b92 (Partitioned)

~ Views (0) Create view
Result
You have not created any views. To create a view, run a query and click
Create view from query”
t~ trip_distance ~ fare_amount
136 75
347 140
26 140
418 150
101 65
648 210
226 105
082 50
42 18,
08 45

4.1.7. Run Spark Job in Amazon EMR Jupyter Notebook

00
00
00
00
00
00
00
00
00
00

05
05
05

05
05
05
05

05

econds, Data

a_tax ~ tip_amount

00
00

316
073
20
00
1.0
20
13

scanned: 7.06 MB)

tolls_amount ~ ehail_fee

00
00
00
00
00
00
00
00
00
00

220b57dc5C1527£5ed60£921796b92" Limit

03
03
03
03
03
03
03
03
03
03

83
148
17.02
18.96
9.9
238
"3
68
213

66

je = total_amount ~ payment_type

2
2

e~ current_date

2021-05-11 08:59:55.630

2021-05-11 08:59:56.630 sy

2021-05-11 08:59:55.630

Support v

2021-05-11 08:50:56.630 sparl

2021-05-11 08:59:55.630

2021-05-11 08:50:55.630

2021-05-11 08:59:55.630

2021-05-11 08:50:55.630

2021-05-11 08:59:56.630 spart

2021-05-11 08:59:55.630

Open another command line terminal on your laptop and launch the following SSH tunneling

command.

# SSH Tunnel

ssh -i key-xujun-beijing.pem -N -L 9443:ec2-#-#-#-#.cn-north-

1.compute.amazonaws.com.cn:9443

Use https://localhost:9443 (Please be noted that it is https not http.) in your local web

browser to visit your EMR Jupyter Notebook console.

Please login via the default credentials listed as following:

. Username: jovyan
. Password: jupyter

Open the Jupyterhub console and upload the cmdatalake.ipynb in the deployment guide
bundle. The directory for this file is
“HOME_DIR_DEPLOYMENT_GUIDE/emr/jupyter/cmdatalake.ipynb”.
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* Jupyter Logout | Control Panel

Fies  Running  Clusters

Select items to perform actions on them. Upload | New~ || &
o v m/ Name & LastModified  File size

Running 3 howrsago 237 kB

4 hours ago 28

secondsago  102kB

okie_secret 4 hours ago 658

Select Kernel as PySpark, run the codes step-by-step as shown in the following diagram.

Jupyter cmdatalake Last Checkpoint: 3 hours ago (unsaved changes) Logout | Gontrol Panel
Fle Edt View Insert  Cell  Kemel Widgets  Help PySpark O

B+ 5 @ B 4 ¥ PRn B C » Cose o=

In [1]: import sys
from datetime import datetime
from pyspark.sql imp rksession
from pyspark.sql.fu

Starting Spark app:

D YARN Application ID  Kind State Spark Ul Driverlog Current session?

0 application 1620710801316 0003 pyspark idle  Link Link v

SparkSession available as 'spark'.

In [2]: input_path = "s3:// /ny-taxi/trip-data/green_tripdata_2018-02.csv"
output_path = "s3:/ n/n y-tax i/trip-data-conv/jupyter/”

In [3]: nyTaxi = spark.read.option("inferSchema", "true').option("header", "true").csv(input_path)

In [4]: nyTaxi.count()
769940

In [5]: nyTaxi.show()

+ + P—
| atetine | pep_dropoft datotine| store and_fud_£ag|Ratecode 1D |PULocat i nnm\um_ocatmnm\ sssss
x are. amount |extra jnta_tax|tip amount]colls anount|ehai fee|inprovement surcharge|total amount|
®
+ +

,,,,,,,,,,,,,,,,,,,,,,
| 2| zom 02-01 00:39:38| 2018-02-01 00:39:41| N| 5| 97| 65|
1| 0.0] 20,0 0.0  0.0] 3.0 0.0| null| 0.0] 23.0|
1| 2

2[ 2010-02-01 00:50:20] 2019-02-01 0105135 x| 1 256] 80|
5| .6 7.5] 0.5 0.5 0.88] 0.0] null| 0.3] 9.68|
1]
| 2| Ho18-02-01 00:56: 05| 2018-02-01 01:18:54| x| 1| 25 95|

1| 9.6 28.5] 0.5] 0.5 5.96] 0.0 null| 0.3 35.76]

In this way, data can also be processed and transformed.

4.2. Streaming Mode

In the using scenario of connected mobility, a more common and challenging using scenario
is real time, i.e., streaming mode. Before diving deep into the details of streaming mode, it is
necessary to introduce the related Amazon services.

4.2.1. Amazon Kinesis Data Stream

Amazon Kinesis Data Streams (KDS) is a massively scalable and durable real-time data
streaming service. KDS can continuously capture gigabytes of data per second from hundreds
of thousands of sources such as website clickstreams, database event streams, financial
transactions, social media feeds, IT logs, and location-tracking events. The data collected is
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= XU

n_@ - ?KGE.

Amazon Kinesis Data
Input Streams
Capture and send data to Ingests and stores data

available in milliseconds to enable real-time analytics use cases such as real-time dashboards,
real-time anomaly detection, dynamic pricing, and more.

spoﬁzz Spark on EMR

@ Amazon EC2

Amazon Kinesis Data Streams

streams for processing

4.2.2. Amazon Kinesis Data Analytics

Build custom, real-time
applications using Amazon Bl tools
Kinesis Data Analytics,
stream processing
frameworks like Apache
Spark, or your code
running Amazon EC2 or

N Amazon Kinesis
[l Data Analytics

A\ |s&
D\l

5\_\, AWS Lambda Output

Analyze streaming data
using your favorite

AWS Lambda

Amazon Kinesis Data Analytics is the easiest way to transform and analyze streaming data in
real time with Apache Flink. Apache Flink is an open source framework and engine for
processing data streams. Amazon Kinesis Data Analytics reduces the complexity of building,
managing, and integrating Apache Flink applications with other AWS services.

Amazon Kinesis Data Analytics takes care of everything required to run streaming
applications continuously, and scales automatically to match the volume and throughput of
your incoming data. With Amazon Kinesis Data Analytics, there are no servers to manage, no
minimum fee or setup cost, and you only pay for the resources your streaming applications

consume.

Capture streaming data with
Amazon MSK, Amazon Kinesis
Data Streams, and other
data sources

\\\
///III[

Amazon Kinesis Data
Analytics

Query and analyze
streaming data

A\|s&
|1l

Output
Amazon Kinesis Data
Analytics can send processed
data to analytics tools so you
can create alerts and respond
in real time

(2]
[&]
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4.2.3. Data Streaming and Analytics

In this guide, create an Amzon Kinesis Data Stream named “TaxiData"” with stream capacity of
16 open shards. You can set the number of shards to be 8 or lower according to your specific
using requirements.

N

Amazon Kinesis X Amazon Kinesis > Datastreams > TaxiData

Dashboard TaxiData we [ petete

Stream details
Delivery streams
Status ARN Data retention period Creation time
@ Active (5 am:aws-cikinesisicn-north-1:" str 1day May 13, 2021, 17:10 GMT+8
v Resources eam/TaxiData

Analytics applications

CloudFormation templates

Applications Monitoring Enhanced fan-out (0)

Stream capacity info ‘ Edit ‘
Number of open shards
rd upto 1
16
Tags - optional o Manage tags

Key Value

@ English Privacy Polky  Terms of Use

This solution uses an Amazon EC2 instance for data stream synthesizing. You can log into
your EC2 instance as following by specifying the .pem file and EC2 IP address to be your own.

Ssh -l “key-xujun-beijing.pem” ec2-user@ec2-#-#-#-#.cn-north-1.compute.amazonaws.com.cn

Download the data file and streaming script file from your S3 bucket, run the streaming script
for synthesizing data streams.

nohup python3 streaming.py >> my.log 2>&1 &

The data streams will be sent to Amazon Kinesis Data Analytics for subsequent processing.
The above instruction will output the streaming process id for tracking. You can kill the
streaming process for debugging or specific requirements.
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Sudo kill -9 process-id

Once the data stream is generated, you can use Amazon Kinesis Data Analytics for following

analytics.

ingxia Regi
2> Operted by i

aws

Beijing ~

Support v

Amazon Kinesis

Dashboard
Data Streams

Data Firehose

Data Analytics

Q@ English

et by NKD.

AWS Ningia Region

Kinesis Data Analytics - Create application

Kinesis Data Analytics applications continuously read and analyze data from a connected streaming source In real-time. To enable interactivity with your data
during configuration you will be prompted to run your application. Kinesis Data Analytics resources are not covered under the AWS Free Tier (7, and usage-
based charges apply. For more information, see Kinesis Data Analytics pricing (7

Application name

SteamingAnalytics

Description - optional

Demonstrate how to analyze real time data in Amazon

Data Analytics.

Runtime
O sa.

Leam more (2
Apache Fiink

Learn more (7

Tags - optional
Atag s a label that you assign to an AWS resource. Each tag consists of a key and a
Learn more 7

optional value. You can use tags to search and fier your resources or track your AWS costs.

alue - optional

Enter key Enter value Remove

Add tag

Beijing ~

Support v

Amazon Kinesis

Dashboard

Data Streams
Data Firehose

Data Analytics

Kinesis Data Analytics applications

SteamingAnalytics

Description: Demonstrate how to analyze real time data in Amazon Kinesis Data Analytics.
tion ARN: arn: n-north-1:17867104
Application version ID: 1 €

created Applicati x
Next, choose Connect streaming data.

WY Source

Streaming data

Gonnect to an existing Kinesis stream or Firehose delivery stream, o easily create and connect to a new demo Kinesis stream. Each
application can connect to one streaming data source. Learn more (7'

Connect streaming data
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Kinesis Data Analytics applications  SteamingAnalytics

Amazon Kinesis ¢
Dashboard Connect streaming data source

Choose from your Kinesis data streams and Firehose delivery streams, or quickly configure a demo Kinesis stream that can be used to explore Kinesis
Data Streams Anaytics.
Data Firehose
| pata Anaiytics

© Choose source Configure a new stream
Source

O Kinesis data stream

Kinesis Firehose dellvery stream

Kinesis data stream
TaxiData v ] Create new
View TaxiData in Kinesis data streams (2

In-application stream name
In your SQL querles, refer to this source as: SOURCE_SQL_STREAM_001

Record pre-processing with AWS Lambda
Kinesis Data Analytics can invoke your Lambda function rds before they are used in thi i To pre-f rds, your Lambda function must be
‘compliant with the reqired record ransfommation output mode. Learn more (7

Record pre-processing
© Disabled
Enabled

The following diagram illustrates the schema discovery succeeded.

Schema
Schema discovery can generate a schema using recent records from the source. Schema column names are the same as i the soUrce, unless they contan special characters,
repeated column names, or reserved keywords. Learn more (7

o Schema discovery successful x
Detected JSON format and applied schema
* To define a custom schema, choose “Edit schema” in the stream sample below.
+ To capture a new stream sample from the selected source for discovery, choose Retry schema discovery below.

Edit schema Retry schema discovery

Raw Formatted

Q Filter by column name

VendorlD  tpep_pickup_datetime tpep_dropoff_datetime passenger_count trip_distance pickup_longitude  pickup_latitude
INTEGER  VARCHAR(16) VARCHAR(16) INTEGER REAL DOUBLE DOUBLE

1 2015/12/4 21:56 2015/12/4 22:02 1 09 -73.98334503 40.69375992

1 2015/12/4 20:49 2015/12/4 20:56 1 11 -73.95323181 40.77870178

1 2015/12/4 22:06 2015/12/4 22:14 1 1.9000000000000001  -73.95954132 40.800975799999¢
2 2015/12/4 17:32 2015/12/4 17:40 1 159 -73.96640778 4076208115

2 2015/12/4 20:38 2015/12/4 20553 1 215 -73.98758698 40.72274017

1 2015/12/4 20:47 2015/12/421:09 2 22 -73.99894714 40.73420715

2 2015/12/4 21:22 2015/12/421:39 1 5.5200000000000005  -74.0147934 40.71401596

2 2015/12/4 17:33 2015/12/417:43 1 1.1500000000000001  -74.00463104 4070714951

1 2015/12/4 21:39 2015/12/4 22:05 1 80 -73.99240112 4072858429

1 2015/12/4 20:18 2015/12/4 20:42 1 25 -73.97194672 4075712585
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Amazon Kinesis ¢

s . Application status: READY
Dashboard SteamingAnalytics
Description: Demonstrate how to analyze real time data in Amazon Kinesis Data Analytics.
Data Streams Application ARN: :
Data Firehose Application version ID: 2 €@
| pata Anaiytics
vy Source
Streaming data
Connect to an existing Kinesis stream or , or easily create 0 a new demo Kir t Each

application can connect to one streaming data source. Learn more (7

Source In-application stream name D@  Record pre-processing @

rd Kinesis stream TaxiData (2 'SOURCE_SQL_STREAM_001 2.1 Disabled

Reference data - optional

Enrich data from your streaming data source with JSON or CSV data stored as an object in Amazon S3. Each application can connect to
one reference data source. Learn more (!

Connect reference data

Real time analytics
Author your own SQL querles or add SQL from templates to easily analyze your source data. Learn more (2

4.2.4. Real Time Analytics

In the real-time analytics panel, the SQL editor helps you to see samples from your source
data stream, get feedback on any errors in your configuration or SQL, watch as you data is
processed in real-time by your SQL code.

Would you like to start running "SteamingAnalytics"?

The SQL editor is much more powerful when your application is running.

« See samples from your source data stream

* Get feedback on any errors in your configuration or SQL
« Watch as your data is processed in real-time by your SQL code
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Amazon Kinesis
Dashboard Real-time analytics

[“soveandrnsaL - RTINS ——)
Data Streams

SQL reference guide (7 Kinesis data generator tool ('

Data Firehose

Data Analytics

Real-time analytics Destination

Streaming data
©O SOURCE_SQL_STREAM_001

Actions ¥
Reference data (optional) €&
Connect reference data Filter by column name
ROWTIME
TIMESTAMP

2021-05-13 10:31:38.513
2021-05-13 10:31:38.513
2021-05-13 10:31:38.513
2021-05-13 10:31:38.513
2021-05-13 10:31:38.513
2021-05-13 10:31:38.513

VendoriD
INTEGER

2

tpep_pickup_datetime
VARCHAR(16)

2015/12/417:32
2015/12/4 17:32
2015/12/417:32
2015/12/4 17:32
2015/12/4 17:32
2015/12/4 17:32

Application status: RUNNING

The streaming data below is a sample from Kinesis data stream TaxiData (7'

tpep_dropoff_datetime ~passenger_count

VARCHAR(16)

2015/12/4 17:58
2015/12/417:45
2015/12/4 17:38
2015/12/417:58
2015/12/417:38
2015/12/4 17:35

INTEGER

1
1
2
1
1
3

You can author your own SQL queries or add SQL from templates to easily analyze your
source data. The following is an example for real-time analyzing Kinesis data stream

“TaxiData".

—— Approximate top-K items — Finds the most frequently occurring values in
—— a Stream using the Space Saving algorithm.

—— Returns the approximate top-K most frequently
—— occurring values in a specified column over a

—— tumbling window

REPLACE STREAM "DESTINATION_SQL_STREAM'" (ITEM

DOUBLE) ;

REPLACE PUMP '"STREAM_PUMP"
STREAM ITEM, ITEM_COUNT

( STREAM

2, — number of top items

60 —— tumbling window size in seconds

(1024), ITEM_COUNT

"DESTINATION_SQL_STREAM"

(TOP_K_ITEMS_TUMBLING(
""SOURCE_SQL_STREAM_001") ,
'passenger_count', —— name of column in single quotes
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Amazon Kinesis
Real-time analytics

Save and run SQL Add SQL from templates Download SQL SQL reference guide (7 Kinesis data generator tool ('

Dashboard

Data Streams
Deta Frshose 3 [-- occurring values in a specified column over a
4 |-- tumbling window
Data Analytics 5 |CREATE OR REPLACE STREAM "DESTINATION_SQL_STREAM" (ITEM VARCHAR(1024), ITEM_COUNT DOUBLE;
6 |CREATE OR REPLACE PUMP "STREAM_PUMP" AS INSERT INTO "DESTINATION_SQL_STREAM"
7 |SELECT STREAM ITEM, ITEM_COUNT FROM TABLE(TOP_K_ITEMS_TUMBLINGC
8 |  CURSOR(SELECT STREAM * FROM "SOURCE_SQL_STREAM_001"),
9 | ‘passenger_count', -- name of column in single quotes
10 | 2, -- number of top items
11 | 60 -- tumbling window size in seconds
2|
13 )i
Application status: RUNNING
Source Real-time analytics Destination
In-application streams: Pause results  * New results are added every 2-10 seconds. The results below are sampled. €

O DESTINATION_SQL_STREAM
Scroll to bottom when new results arrive.

error_stream

Filter by column name

ROWTIME ITEM ITEM_COUNT
2021-05-13 10:40:54.312 1 14562.0
2021-05-13 10:41:54.312 1 21636.0

2 3671.0

2021-05-13 10:41:54.312

Close

5. Business Intelligence

It is based on the connected mobility demo for the AWS Beijing/Shanghai Summit
automotive track. It has been verified in AWS Northeast Virginia region. The original
document can be found at here.

6. Firmware-Over-The-Air

Please see the appendix FOTA.
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7. Reference

i https://aws.amazon.com/iot-core/

ii https://aws.amazon.com/directconnect/

iii https://aws.amazon.com/glue/

iv https://aws.amazon.com/emr/

v https://aws.amazon.com/dynamodb/

vi https://aws.amazon.com/elasticsearch-service/
vii https://aws.amazon.com/athena/

viii https://aws.amazon.com/s3/

ix https://aws.amazon.com/kinesis/data-streams/
x https://aws.amazon.com/kinesis/data-analytics/

Xi https://aws.amazon.com/ec2/

xii https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page

xiii https://aws.amazon.com/api-gateway/
xiv https://aws.amazon.com/lambda/

xv https://aws.amazon.com/amplify/

xvi https://aws.amazon.com/lake-formation/
xvii https://aws.amazon.com/redshift/

xviii https://aws.amazon.com/cloudwatch/
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